3.1. INTRODUCTION
o is that branch of statistics w]}u':h is concerned With
tical mferccl:f:t :o deal with uncertainty in decision-making. The fie]q
has had a fruitful development since the latter half of the

Statis al
using probability con
of statistical inference

19th century. _ i i
It refers to the process of selecting and using a sample statistic to dray,

: : d on a subset of it—the sampj
ference about a population parameter basi : Ple
L?aﬁnfmm the pog?lll)ation. Statistical inference treats two different classes of

problems :
1. Hypothesis testing,* i.e_., to test
population from which the sample is drawn.
2. Estimation, i.e., to use the ‘statistics’ obtained from the sample as
estimate of the unknown ‘parameter’ of the population from which the sample g

drawn,

In both these cases the particular problem at hand is structured in such g
way that inferences about relevant population values can be made from sample
data. - = ’

Hypothesis Testing.- Hypothesis testing begins with an assumption,
called a Hypothetis, -that we make about a population parameter. A hypothesis
is a supposition made as a basis for reasoning. According o Prof. Morris
Hamburg, A hypothcsis -in statistics is simply a quantitative _statement about
a_population.” Palmer O Johnson has beautifully described hypothesis as
“islands™in the uncharted seas of thought to be used as bases for consolidation
and recuperation as we advance into the unknown.” |

There can be several types of hypotheses. For example, a coin may be
tossed 200 imes and we may get heads 80 times and tails 120 times. We may
now be interesied in testing the hypothesis that the coin is unbiased. To take
another 2xample we may study the average weight of the 100 students of a
particular college and may get the result as 110 1b. We may now be interested
m weating sthe hypothesis that the sample has been drawn from a population with
aveiuge weight 115 1b. Similarly, we may be interested in testing the hypothesis *
that the +ariable in the population are uncorrelated.

3-2. PRO URE OF TESTING HYPOTHESIS
J& hg procedure of testing hypotheses 5 briefly described below -
2 hy

some hypothesis about parepg
SO e

et up a hypothesis. The first thing in hypothesis testing is to set
up pothesis about a population parameter. Then we collect sample data
produce sample statistics, and use this information to decide how likely it is
that our hypothesized population parameter is correct. Say, we assume a certail
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STATISTICAL INFERENCE—TESTS OF Hypo ESES
: A-33
value for a population mean. To te
mean. 1o tes idi i
gaple s, and AelEmine the GiE. t the validity of our assumption, we gather .

actual value of the sample mean.e’;lﬁgrll)etwoe'n the hypothesize;d value and the

- arameter, but rath i
hypotheses. These h ¥ , out rather to set up two different
agfe ted, the other i YP_Otheses must be so constructed that if ong hypothesis i

pted, Crisrejected and vice vers ypothesis is

The two hypotheses in a statisti
tcal test . *
(i) Null hypothesis, and are normally referred to as :

(if) Alternative hypothesis.

The null h is i :
G, I it);po.theslls_,is a very uscfulstool in testing the significance of
difference. i Slmpi,est form the hypothesis asserts that there is no real
. sin}p ¢ and the populafion in\the particular matier_under
consideration (hencethe word “null” ‘ T o
o Tothne and _ ull™ which means invalid, void, or amounting
ing) and that the difference found is accidental and unimportant arising

out of fluctuations of samplifig. Tl mull hypothesis ' is akin to-the-legal
__principle that a man is innocent iintil he is proved gui ITUTEs a

challenge; and the function of the experiment is {0 give the facts a chance to

- refute (or fail to refute) this challenge. For example, if we want to find out
whether extra coaching has benefited the students or not, we shall st up a null
hypothesis that “extra coaching has not benefiied the students”. Similarly, if we
wanit to find out whether a particular drug is effective in curing malaria we will
take the null hypothesis that “the drug is not effective in curing malaria”. The
rejection of the null hypothesis indicates that the differences have statis(ical

~significaniceand the acceptance of the null fiypothesis indicates that the

e e st

differences are due to chance. Sincc many practical prgblems aim at
ostablishient of statistical significance of differences, @W
_hypothesis may thus indicate succes§4n statistical £rpjcct. - %r o
As against the null hypothesis, the alternal jxg:}l@g;hesis specifies those
values that the researcher believes to hold true, and, of course, he hopes that the
sample"&?ti lead to acceptance of this hypothesis as true. The.alternative.

hypothesis may embrace the whole range of values rather _than single point.
2 g v accep"f’d, common practice not 1o associale any-special
meaning two the null or alternative hypothesis but merely to let these lerms
represent to different assumplions about the population parameter. However,
for statistical convenience it will mqke a difference as to which hypothesis is
called the null hypothesis and which is called th-: a.ltem.auve.

The null and alternative hypotheses ar¢ dlstmgulnshed by the usc of two
different symbols, Ho representing the flull hypothesis and H, the alternau\{e
hypothesis. Thus a psychologist who wishes 1o test whcthcr.(;lr l;lotfa]ccrtgm
class of people have a mean /.Q. higher than 100 might cstabhst the following -~

rnative hypotheses :
null and alte: H, =100 (oull hypothesis)
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H, @+ 100 (alternative % i I
e the mean 1.0, of.
Or, if he is interested in testing the differences be[::ﬁfl;]ypolh%is lhgl u?é tg
groups, this psychologist may like 10 establish the ) ive hypothesis thay llwu
groups have equal means (1—2 = 0) and the altern hej, |

- 0 :
means are not equal (1, — Mz # 0) 1, =0 (null hypothesis)

o 7y ~pp#0 (allcmativc hypothesis)
t ascertain levg &
. menter rejects—or retain

. The signifj
null hypothesis depends upon the significance lcvc;uaciolzl:ds i égnm | licsal:ﬁ:
level is customarily expressed as 2 per.ce-r;t?[g fs true. When  the hypothegig
probability of rejecting the 513 hryg:nl??:\lrsell' the statistician 1S running the rig
in question is accepted at tl'i?’gepli aking the wrong decision about 5 per cent of
that, ll)l the lDl'lg run, he.w1 me le\’el he runs the risk of

i .ooting the hypothesis at the sa _ :
rﬂe?e:ti?lg aBguer;];;::;lisisein %%ut of every 100 occasions. By testing at the |

[ of making a false judgment byt
‘ he seeks to reduce the chance of m: )
per ce;'lfemﬁ: o? risk remains (1 out of 100 occasions) tll:at he \.gtle?;:;e {he
f:rigr?g decision, i.e., he may accept where he ought to have 1€] vice

versa. . _— ich we would accept s ¥
{ ing diagram illustrates the region 1o which we woul |
rejec’{?lf: 1?11111? ﬁ;r;)go:ihl:sis_whcn it is being tested at 5% level of significance and

a two-tail test is.employed.
l'.
ACCEPT THE NULL HYPO-
THESIS IF THE SAMPLE
STATISTIC FALLS IN THIS
REGION

ep is 10 test the validity 0

ne .
e confidence with which an

significance. Th
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T el Uy HYPOTHBSES

A3s

level of significance, 1
e is located in each taj],

£ _ st employ an appropriate
o example, if only small sample information is

. ions include the testing statistic and the
Stﬂﬂ\d:l'/z@mr of the testing statistic - :
5,

aking decisions. Finally. as fi -
Conc usm ¥, as a fifth step, we may draw statistical

ragiisot ecisions. A statistical conclusion or statistical decision is
a-decision either to reject or to accept the null hypothesis. The decision will
de.pen.d on whether the computed value of the test criterion falls in the region of
I€jection or the region of acceptance If the hypothesis is being tested at 5%
level' and the observed set of results has probabilities less than 5 per cent, we
consider the difference between the sample statistics and the hypothetical
parameter significant. In other words, we think that the sample result is so rare
that it cannot be explained by chance variation alone. We then decide to reject
Hy and state : “the null hypothesis is false™, or “the sample observations are not

consistent with the null hypothesis” (the rejection of Hy automatically leads to
acceptance of H,).

On the other hand, if at 5% level of significance the observed set of results
has probability more than 5 per cent we give reason that the difference between
the sample result and the hypothetical parameter can be explained by chance
variations and, therefore, is not significant statistically. Consequently, we decide
not to reject Hy and state : “The sample observations are not inconsistent with
the null hypothesis.” If the probability is about 5 per cent, the wisest course
may be to resolve judgment and draw another sample, if possible.

T The reader might have noted above that the rejection statement is much
stronger than the acceptance statement. In other words, if the null hypothesis is
not rejected, the statistician does not then categorically conclude tharthe
hypothesis is true. The difference in attitudes arises essentially from the fact
that, in logic, it is always easier to prove someth}ng false than to prove it true. ,

It should be clearly noted that the practical “managerial deqis:ion” is outside
the responsibility of the statisﬁglan. He does not r_nm;.he purely
provides information on the basis of which the businessman or administrator can
be assisted in making his decisions. _

Two Types of Errors in Testing of Hypothesis

When a statistical hypothesis is tested there are four possibilities :
ij ¢ hypothesis is true but our test rejects it. (Type I error)
2.

ge hypothesis is false but our test accepts it. (Type II error)
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3. The hypothesis is true and our test accepts it. (Correct dec:foon)
4. The hypothesis is false and our test rejects it. (Correct decision)

Obviously, the first two possibilities lead {o€rrOrs. . r
In a statistical hypothesis testing exgga'é?:t, a Type I error 'Scc.on'rf}lt!ed
by rejecting the null hypothesis when it is true. The pro <COmmitting
a Type I error is denoted by a o (pronounced as alpha), where
o = Prob. (Type I error)
- Prob. (Rejecting Ho/H is true) it
r hand, a Type II error is committed by not rejecting (i.e,,
acce;())tlilng)leth(:?lzll hypothesig p;hen it is false. The probability of committing 3
Type Il error is denoted by [ (pronounced as besa), where

B =Prob. (Type II error) ' ‘
= Prob. (Not rejecting or accepting Hy/H, is false)

The distinction between' these (WO t;rpes of errors can be mz}de_ by an
example. Assume that the difference between (wo population means 1s actually
zero. If our test of significance when applied to the gqmple means leads us to
believe that the difference in population means is significant, we make a Type |
error. On the other hand, suppose there is true difference between the“two
population means. Now if our test of significance leads to the :]udgmqnt not
significant”, we commit a Type I error. We thus find ourselves n the situation

which is described by the following table :

Accept Hy Reject H,

Correct  Type I
decision || error

+ Hpis true

Type 11|} Correct

H, is fal .
oIS 1AISC 1 orror |l decision

While testing hypothesis the aim is to reduce both the types of error, i.e.,
Type T and Type I But due to fixed saqif}lé?_ﬁlz;é;’_ﬁif"iﬁbt possible to control
both the errors simultancously. There is a rade-off between these types of
‘errors T the probability of making one type of error can only be reduced if we are.__
willing to increase the probability of making the other type of error. In order to0

gera l.ow ﬁ,_vxc \lvill have (o pat up Witli'a high o, To deal with this trade-off
in bu§11?ess Sttuations, managers decide the appropriate Ievel of significance by
e\xﬂnmg the costs or penalties attached to both types of errors.

t is more dangerous to accept a false hypothesis (T ‘
e ACCCpL a Taise ype II error\than to reject
2 correct one (Type I érror). Hence we keep the probability o com'hii’iﬁiiﬁ"’l"rypej" il
error at a certain level, called the level of significance. The level of significance

(also known as the size of the reiect; nilicanc
: : Jection region or size of iti ‘n or
simply size of the test) is traditi 2 of the critical region 0

onally denoted by the Greek letter a/ In most
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